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e Astraightforward ideais to adapt the model from the

high-resource language into the low-resource languages.




Cross-lingual Task-oriented Dialogue Systems

o
English
Italian

Dialogue State Tracking (DST)

Dialogue State

Usr: are there any eritrean restaurants in town ? ------------------------------------1
Sys: no , there are no eritrean restaurants in town . would you like a

(food, eritrean)

different restaurant ?
Usr: how about chinese food ? - -----------ommmm oo

(food, chinese)

Sys: there is a wide variety of chinese restaurants , do you have an

area preference or a price preference to narrow it down ?
Usr. i would like the east part of town .  --------------------------oooo oo

(area, east)

Usr: "ci sono dei ristoranti eritrei in citta ?", ------------------"--"--"----------------——

(food, eritrean)

Sys: no , there are no eritrean restaurants in town . would you like a

different restaurant ?
Usr: che ne dici di cucina cinese ? - - - - - - - - oo

(food, chinese)

Sys: there is a wide variety of chinese restaurants , do you have an

area preference or a price preference to narrow it down ?

Usr: vorrei nella parte orientale della cittd  ------ - - - - - - - - oo mo oo

(area, east)




Cross-lingual Task-oriented Dialogue Systems
e Natural Language Understanding (NLU)

English Set an alarm for 9 pm tonight [ set alarm ]
bbb
g D O [ datetime ]
Spanish Configurar alarma paralas 2 pm manana [ set alarm ]

| Voo
@, % [ datetime ]




Straightforward solutions

1. Translate training set from source language to target langauge

2. Translate test samples



Straightforward solutions

1. Translate training set from source language to target langauge

2. Translate test samples

Problems

1. We need large amounts of resources to build machine translation
systems.
2. Machine translation systems perform badly if the source language

and target languages are unrelated languages (e.g., English and
Chinese).




Cross-lingual Adaptation
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Cross-lingual Adaptation
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Related work

e Chenetal (2018) utilized large amounts of parallel data or bilingual
dictionary to build zero-shot cross-lingual DST systems.

e Schuster et al (2019)!? also leveraged extensive parallel data to build
zero-shot cross-lingual NLU systems.

e Collecting bilingual resources is expensive and time-consuming, our work

only utilizes very few word pairs as bilingual resources.

[1] XL-NBT: A Cross-lingual Neural Belief Tracking Framework
[2] Cross-Lingual Transfer Learning for Multilingual Task Oriented Dialog
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Intuition of Mixed-Language Training

Food type [ German food ]

T

Model

English T

Attention
score

Hi, I am looking for a German restaurant

Foodtype | 222 |
zero-shot T
/\ Model
Italian T

Ciao, sto cercando un bel ristorante Tedesco

I




Intuition of Mixed-Language Training

Food type [ Tedesco food ]

T

Model

English T

Hi, I am looking for a Tedesco restaurant
Attention
score

(replace German with Tedesco)
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Intuition of Mixed-Language Training

Food type [ Tedesco food ] Food type [ Tedesco food ]

T zero-shot T
Model /\ Model

English T Italian T

Hi, I am looking for a Tedesco restaurant Ciao, sto cercando un bel ristorante Tedesco
Attention
score

(replace German with Tedesco)
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Attention Layer to select keywords

mapping German-Tedesco
expen;;\:;-caro

[

4 N
Filtered words by
| frequency |
filtering
(Attention-selected
words
Attention Layer
hi im  looking for a

selected
nice German restaurant

English Training Set

EN: hi, im looking for a nice German restaurant. J
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Mixed-Language Training

rFill 1 i by1 mapping German-Tedesco
\ ﬁ.eq"‘lency J expen:i:';-caro
filtering
(Attention-selected
5 words i
Attention Layer selected
hi im  looking  for a nice  German restaurant
English Training Set

EN: hi, im looking for a nice German restaurant.

[ Food: Tedesco ]
|

| Attention Model
1

[ Cross-lingual Embeddings ]

[ CS: hi, im looking for a nice Tedesco restaurant. ]

Mixed-language
Sentence Generation target word: Tedesco

I [ Code-Switching Sentence Generator J

source word: German

r “

EN: hi, im looking for a nice German restaurant.

\
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Dialogue State Tracking (DST)

Ttalian
[Linear Layer (FC,) ]
[Uttemnce-level Representation (R) ] é g Context Gate (G) ]
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Natural Language Understanding (NLU)

Slot Filling Intent Detection

[®®T ..... ®) [1

[ Conditional Random Field ] [Attention Layer]

--------------------------------------
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Zero-shot Results in DST Task

rman
Model slot acc. joint goal acc. request acc.
BASE MLT, MLT,  BASE MLT, MLT, | BASE MLT, MLT,
MUSE 6069 6858 7138 | 2157 3061 3651 | 7422 80.11 8299
XM (MLM)* 5221 6626 6825 | 1409 2945 3129 | 7515 7848 8022 Zero-shot results for the
+ Transformer 53.81 6581 6855 | 1397 3087 3298 | 7683 7895 8134 I
XLM (MLM+TLM)" | 58.04 6539 66.25 | 1634 2922 2983 | 7573 7886 79.12 target languages on
+ Transformer 5652 6681 6888 | 1659 3176 3312 | 7856 8159 82.96 o
“Multi, BERT® S761 6749 6948 | 1405 3069 3223 | 7531 s3e6 8627 Multilingual WOZ 2.0.
_+Tonsformer | 5743 6833 707 | 1567 3128 M3 | 89 8437 837 MIT denotes our approach
Ontology Matching! 24 - 21 A )
Translate Train' 41 - 42 (attention-informed MLT),
Bilingual Dictionary* 51.74 28.07 72.54 . .
Bilingual Corpus* 55 30.84 68.32 which utilizes the same
Supervised Training 85.78 78.89 84.02 .
= number of word pairs (90
slot acc. Jjoint goal acc. request acc. :
Model BASE MIT, MLT, | BASE MIT, MLT; | BASE MILT, wmrr,~ ordpairs)as MLT  (MLT
MUSE 60.59 7355 7688 | 2066 3688 3935 | 79.09 8224 84.23
Multi, BERT* @4 |28 a5 Il | Ter—ses—ssaa—  Pased on ontology).
+ Transformer 54.56 66.87 7145 | 1263 2859 3335 | 7734 8293 84.96
Ontology Matching' 23 ' - 21
Translate Train' 48 - 51
Bilingual Dictionary* 73 39.01 77.09
Bilingual Corpus* 72 41.23 81.23
Supervised Training 88.92 80.22 91.05
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Zero-shot Results in NLU Task

Spanish Thai
Model Intent acc. Slot F1 Intent acc. | Slot F1
BASE MLT; MLT, | BASE MLT; MLT; | BASE MLT; MLT; BASE MLT; MLT,
RCSLS 37.67 77.59 87.05 | 2223 59.12 5775 | 35.12 68.63 8144 872 29.44 30.42
XLM (MLM) 60.8 75.11 8395 | 3855 63.29 66.11 | 3759 46.34 6531 @ 8.12 19.03 20.43

+ Transformer 62.33 8283 85.63 | 41.67 66.53 67:95 40.31 57:27 6855 |1 1'.45 2602 2745
XIM (TLM+MLM) | 6248 B81.34 8491 | 4227 65.71 6648 | 3162 5034 6525 | 7091 1922 19.88
+ Transformer 6532 8379 8748 | 4439 66.03 6855 | 3753 6862 7259 | 1284 2656 27.98

Multi. BERT 7373 7151 8654 | 51.73 7451 7443 | 2815 5225 7057 | 1062 2441 2847
+ Transformer 7415 829 87.88 | 5428 7488 7389 | 2654 5384 7346 @ 1134 2605 27.12
Zero-shot SLU' 46.64 1541 35.64 [ 12.11
Multi. CoVe 53.34 22.50 66.35 32.52
Multi. CoVe w/ auto 53.89 19.25 70.70 ' 35.62
Translate Train 85.39 72.87 95.85 7 5543

Zero-shot results on multilingual NLU dataset (Schuster et al. 2019), and the number of word
pairs on both MLT,, and MLT, is 20.

22



Visualization

Training phase Zero-shot testing phase
[ 0.30
w/o MLT
0.24
alarm pm tomght Establecer una alarma  para esta noche a las 8 pm 0.18
0.12
w/ MLT
0.06
Configurar alarma pm tonight Establecer una alarma para esta noche a las 8 pm
0.00

Attentions on words in both training and testing phases.



Zero-shot Results in NLU Task

Intent Prediction Slot-Filling Prediction
60 1
80
50 1
& , =+ BASE
é[) 70 - -=-=- Multi. CoVe
— : 40 — =+ Zero-shot SLU
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= A S S 301 o MLT,
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The dynamics of the NLU task: intent and slot-filling results with different numbers of word
pairs on Spanish test data.



Conclusion

e We propose attention-informed mixed-language training for
cross-lingual task-oriented dialogue systems.

e Our approach utilizes very few task-related parallel word pairs
base on the attention scores.

e The task-related words have a generalization ability to other

words that have similar semantics in target languages.



Thanks!

Check our code

v https://github.com/zliucr/mixed-language-training




